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What We Do
As a Program of the U.S. National Science 

Foundation



Earth System Research



The Earth System



Global Climate Models



Weather Models



Atmospheric Chemistry



Future Climate Models



Oceans



Wildfires



Space Weather



Where We Do It
Boulder, Colorado, among other places...



In the beginning...
People came to our mountain



Foothills Lab



Center Green



Beginnings, and building a 
new Vislab...

In 2001



Vislab Build



2001: Building a New Vislab



Vislab Build



Vislab Build



A New Vislab



And Collaboration Facility
(Board of Trustees)





Thinking about possibilities



Global Science & Technology 
Week 2002



Acquire a Lot of Them
said our Director



Institutional AG Deployment 
2004



Building
the

Community Climate System 
Model

On the Grid



CCSM on the AG



Building the Climate 
DataGrid

On the Grid



ORNL:  Climate storage &
computational resources

LANL:  High-resolution ocean
models & computing

USC/ISI:  Computational grids,
& grid-based applications

NCAR:  Climate change
predication and scenarios

LBNL:  Climate storage 
facility

LLNL:  Model diagnostics
& inter-comparison

ANL:  Computational grids,
& grid-based applications

The Earth System Grid

http://www.earthsystemgrid.org



ESG: An Operational DataGrid for Climate Research



ESG Meetings



ESG Metrics
• Two portals: US Climate Models and the 

Intergovernmental Panel on Climate Change (IPCC)

• CCSM/PCM Site: 620 registrations, 500 approvals, 
578 datasets, 350K files, 50TB of data, 1.5TB’s 
downloaded

• IPCC Site:  293 registrations, 44.3K files,18.7TB of 
data, 24.1TB downloaded

• Approx. Totals: 800 registrations, 70TB of data, 
400K files, 4 data sites, 26TB downloaded, in 6-9 
months of operation

• Adding LANL and have proposal in with JPL PO-
DAAC and ESMF



Building
the

Next Generation of Scientists
On the Grid



SOARS Proteges 2004
Significant Opportunities in the
Atmospheric & Related Sciences









And Building Community
Along the way



Howard University



Howard University



Desert Research Center (DRI)





And other mountains...



VSTO: The Virtual
Solar-Terrestrial Observatory
• VSTO is a collaborative project among

• NCAR’s High Altitude Observatory

• NCAR’s Scientific Computing Division

• Stanforďs Knowledge Systems Lab

• VSTO is funded by a grant from the National 
Science Foundation, Computer and Information 
Science and Engineering (CISE) in the Shared 
Cyberinfrastructure (SCI) division.



VSTO

• Next generation data system aimed at 
integrating a dozen or so current generation 
ones

• Formal incorporation of knowledge/semantics: 
ontologies, reasoning engines

The prototype Virtual Solar-Terrestrial Observatory (VSTO) is a 
distributed, scalable education and research environment for 
searching, integrating, and analyzing observational, experimental 
and model databases in fields of solar, solar-terrestrial and space 
physics. 



NCAR Research Aviation Facility



A New Arrival



HIAPER
High-performance Instrumented Airborne Platform for Environmental Research



Future AG Environment for
Aircraft and Field Programs

Courtesy of Mike Daniels, NCAR’s Earth Observing Lab



Challenges

• Spontaneity

• Multicast, Firewalls

• Complexity and ease-of-use

• Integration of Tools of Practice

• Whiteboards, visualization

• Deployment for more collaborative projects

• Funding!

“I was trying to use our AG yesterday 
and found out that a" AG 
administrators are participating i# 
the AG Retreat in San Francisco. As a 
result, we couldn’t get our AG to work. 
May not have any bearing on our 
meeting this week...”



Success?



End




